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In science we may distinguish between internal and external truths. Internal truths are conceptual models, developed and used by scientists to explain certain phenomena, and held true by relevant parts of society for limited periods of time [Hausser 2002]. Examples are the Ptolemaic (geocentric) view of planetary motion or Bohr's model of the atom.

External truths are the bare facts of external reality which exist irrespective of whether or not there are cognitive agents to appreciate them [Hausser 2002]. These facts may be measured more or less accurately, and explained using conceptual models.

Because conceptual models of science have been known to change radically in the course of history, internal truths must be viewed as hypotheses. They are justified mainly by the degree to which they are useful for arriving at a systematic description of external truths, represented by sufficiently large amounts of real data.

Especially in the natural sciences, internal truths have improved dramatically over the last five centuries. This is shown by an increasingly close fit between theoretical predictions and data, as well as a theoretical consolidation exhibited in the form of greater mathematical precision and greater functional coherence of the conceptual (sub)models.

In contrast, contemporary linguistics is characterized by a lack of theoretical consol​idation, as shown by the many disparate theories of language and the overwhelming variety of competing theories of grammar. As in the natural sciences, however, there is external truth also in linguistics. It may be approximated by completeness of em​pirical data coverage and functional modeling.

The relation between internal and external truth is established by means of a verifica​tion method [Hausser 2002]. The verification method of the natural sciences consists in the principle that experiments must be repeatable. This means that, given the same initial condi​tions, the same measurements must result again and again.

On the one hand, this method is not without problems because experimental data may be interpreted in different ways and may thus support different, even conflicting, hypotheses. On the other hand, the requirements of this method are so minimal that by now no self-respecting theory of natural science can afford to reject it. Therefore the repeatability of experiments has managed to channel the competing forces in the natural sciences in a constructive manner.

Another aspect of achieving scientific truth has developed in the tradition of mathe​matical logic. This is the principle of formal consistency, as realized in the method of axiomatization and the rule-based derivation of theorems.

Taken by itself the quasi-mechanical reconstruction of mathematical intuition in the form of axiom systems is separate from the facts of scientific measurements. As the logical foundation of natural science theories, however, the method of axiomatization has proven to be a helpful complement to the principle of repeatable experiments.

In linguistics, corresponding methods of verification have been sorely missed. To make up for this shortcoming there have been repeated attempts to remodel linguistics into either a natural science or a branch of mathematical logic. Such attempts are bound to fail, however, for the following reasons:

- The principle of repeatable experiments can only be applied under precisely defined conditions suitable for measuring. The method of experiments is not suitable for the objects of linguistic description because they are conventions that have developed over the course of centuries and exist as the intuitions ('Sprachgefiihl') of the native speaker-hearer.

- The method of axiomatization can only be applied to theories which have consoli​dated on a high level of abstraction, such as Newtonian mechanics, thermodynam​ics, or the theory of relativity. In today's linguistics, there is neither the required consolidation of theory nor completeness of data coverage. Therefore, any attempt at axiomatization in current linguistics is bound to be empirically vacuous.

The communication with a robot may be based on either artificial or natural lan​guage. The use of natural language is much more challenging, however, and much preferable in many situations. As a first step towards achieving unrestricted human-computer communication in natural language, let us consider the current state of lin​guistics.

In this field of research, three basic approaches to grammatical analysis may be dis​tinguished, namely (1) traditional grammar, (2) theoretical linguistics, and (3) com​putational linguistics. They differ in their methods, goals, and applications.

 Traditional Grammar uses the method of informal classification and description based on tradition and experience; it has the goal to collect and classify the regularities and irregularities of the natural language in question as completely as possible, and is applied mostly in teaching languages (originally Latin).

While traditional grammar has long been shunted aside by theoretical linguistics, it has been of great interest to computational linguistics because of its wealth of concrete data. 

Theoretical Linguistics uses the method of mathematical logic to describe natural languages by means of formal rule systems intended to derive all and only the well-formed expressions of a language - which has the advantage of stating grammatical hypotheses explicitly, has pursued the goal of describing the 'innate human language ability' (compe​tence), whereby aspects of language use in communication (performance) have been excluded, and has had rather limited applications because of its computational inefficiency and because of its fragmentation into different schools.

Theoretical linguistics is relevant to computational linguistics in the area of formal language analysis and mathematical complexity theory. 

 Computational Linguistics combines the methods of traditional grammar and theoretical linguistics with the method of effectively verifying explicit hypotheses by implementing formal gram​mars as efficient computer programs and testing them automatically on realistic -i.e., very large - amounts of real data. It has as its goal modeling the mechanism of natural language communication, which requires a complete morphological, lexical, syntactic, semantic, and prag​matic analysis of a given natural language within a functional framework, and has applications in all instances of human-computer communication far beyond letter-based 'language processing.'

Computational linguistics analyses natural language at the level of abstraction which is independent of any particular medium of manifestation, e.g. sound.

Despite their different methods, goals, and applications, the three variants of lan​guage science divide the field into the same components of gram​mar, namely phonology, morphology, lexicon, syntax, semantics, and the additional field of pragmatics. The role played by these components and the ways in which they are handled scientifically differs, however, within the three different approaches.

Phonology is the study of historical changes as well as synchronic alternations, such as trisyllabic laxing in English or final devoicing in German, in terms of generative grammars.

For theoretical linguistics, phonology is important: it is used as a kind of sand ta​ble on which different schools try to demonstrate the innateness of their current universals and grammar variants.

In computational linguistics, the role of phonology is marginal at best. One might conceive of using it in automatic speech recognition and synthesis, but the appro​priate science is in fact phonetics. Phonetics investigates the (i) articulatory, (ii) acoustic, and (iii) auditive processes of speech. In contrast to phonology, phonetics is traditionally not considered part of the grammar.

In the field of morphology the words of a language are classified according to their art of speech (category), and the structure of word forms is described in terms of inflection, derivation, and composition. To traditional grammar, morphology has long been central, as shown by the many paradigm tables in, for example, grammars of Latin.

In theoretical linguistics, morphology has played a minor role. Squeezed between phonology and syntax, morphology has been used mostly to exemplify principles of either or both of its neighboring components.

In computational linguistics, morphology appears in the context of automatic word form recognition. It is based on an on-line lexicon and a morphological parser which (i) relates each word form to its base form (lemmatization) and (ii) characterizes its morpho-syntactic properties (categorization). Automatic word form recognition is presupposed by all other rule-based techniques of automatic language analysis, such as syntactic and semantic parsing.

The words of a language are collected and classified in lexicography and lexicology. Lexicography deals with the principles of coding and structuring lexical entries, and is a practically oriented border area of natural language science. Lexicology investigates semantic relations in the vocabulary of a language and is part of traditional philology.

In computational linguistics, electronic lexica combine with morphological parsers in the task of automatic word form recognition. The goal is maximal completeness with fast access and low space requirements. In addition to building new lexica for the purpose of automatic word form recognition, there is great interest in utilizing; the knowledge of traditional lexica for automatic language processing ('mining of dictionaries').


In communication, the task of syntax is the composition of meanings via the composition of word forms (surfaces). One aspect of this is characterizing well-formed compositions in terms of grammatical rules. The other is to provide the basis for a simultaneous semantic interpretation.

In theoretical linguistics, syntactic analysis has concentrated on a description of grammatical well-formedness. The problem with analyzing well-formedness in isolation is that any finite set of sentences may be described by a vast multitude of different grammars. In order to select the one type of description which turns out to be correct in the long run, theoretical linguistics has vainly searched for 'universals’ supposed to characterize the 'innate human language faculty.' 

A more realistic and effective standard is the requirement that the grammar must be suitable to serve as a component in an artificial cognitive agent communicating in natural language. Thereby, the descriptive and functional adequacy of the grammar may be tested automatically on the full range of natural language data. This presupposes a grammatical algorithm with low mathematical complexity. Further​more, the algorithm must be input-output equivalent with the mechanism of natural language communication.

The semantics of natural language may be divided into lexical semantics, describ​ing the meaning of words, and compositional semantics, describing the composition of meanings in accordance with the syntax. The task of semantics is a systematic conversion of the syntactically analyzed expression into a semantic representation based on the function-argument structure underlying the categories of basic and com​plex expressions.

The beginning of traditional grammar contributed considerably to the theory of semantics, for example Aristotle's distinction between subject and predicate. How​ever, these contributions were passed on and developed mostly within philosophy of language. In traditional grammar instruction, the treatment of semantics did not reach beyond the anecdotal.

In theoretical linguistics, semantics was initially limited to characterizing syntactic ambiguity and paraphrase. Subsequently, logical semantics was applied to natural language: based on a metalanguage, natural language meanings were defined in terms of truth conditions.

Computational linguistics uses procedural semantics instead of metalanguage-based logical semantics. The semantic primitives of procedural semantics are based on op​erations of perception and action by the cognitive agent. The semantics is designed to be used by the pragmatics in an explicit modeling of the information transfer between speaker and hearer.

Pragmatics is the study of how grammatically analyzed expressions are used rela​tive to the context of interpretation. Therefore, pragmatics is not part of the grammar proper, but concerned with the interaction between the expressions and the context, presupposing the grammatical analysis of the expressions and a suitable descrip​tion of the context.

In traditional grammar, phenomena of pragmatics have been handled in the sepa​rate discipline of rhetoric. This has been an obstacle to integrating the analysis of language structure and language use.

In theoretical linguistics, the distinction between semantics and pragmatics has evolved only haltingly. Because theoretical linguistics has not been based on a functional model of communication, pragmatics has served mostly as the prover​bial 'wastebasket.

The components of phonology, morphology, lexicon, syntax, and semantics are part of the grammar proper because they deal with the structure of word forms, complex expressions, and sentences.

In computational linguistics, the need for a systematic theory of pragmatics became most obvious in natural language generation - as in dialogue systems or machine translation, where the system has to decide what to say and how to say it in a rhetorically acceptable way.

Taking into account conceptual and terminological similarities between theoretical and computational linguistics, we have analysed the lists of part-of-speech tags (POS tags) which are used for processing linguistic information in two most powerful  electronic text corpora: COBUILD Corpus and the British National Corpus.

COBUILD is an acronym which stands for Collins Birmingham University International Language Database. A great deal of pioneering work in corpus linguistics has been done at Birmingham University. A corpus is a collection or body of texts in electronic form. The Cobuild corpus is referred to as The Bank of English. There exists a special type of software called Concordancer for looking into a corpus. The lines of text illustrating the search word are called concordances. 
The traditional hierarchy of morphology borrowed from theoretical linguistics and adapted to face the needs of computational and corpus linguistics will look like follows:
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Fig. 1. Hierarchy of morphology

The four processes (conjugation, declination, derivation, and compoundity) are taken by Cobuild concordancer as a basis for word search. Every word in the Cobuild corpus has its part of speech (POS) marked, or tagged. One might think that tagging every word in a multi-million word corpus is a daunting job. In fact, it is done by computers with an estimated accuracy rate of 95%. Being able to search for a word by POS is often essential. For example, the word form ROSE can be a flower or the past tense of rise. Mixed search results will not be helpful.

Having analysed morphological and syntactic categories reflected in Cobuild POS tags, we have found out that some POS issues have been deliberately avoided in it, such as the use of some participles as adjectives: winning is not marked as an adjective in “winning smile” and failed is not marked as an adjective in “a failed bank”, but homing is in “homing device”. 
Research has shown that such words as above and fast cannot be located using the adverb tag. In practice, fast can be a noun, verb, adjective and adverb. Being able to specify a search word’s POS allows to find a word in more specific contexts and in a more specific sense. If it is necessary to make a choice whether to use the adjective fast or quick in a particular situation, more useful data could be obtained by specifically searching for the words as adjectives. Search for fast/JJ and then search for quick/JJ. The query syntax is: the word, a slash and the tag in capital letters. 

Here is the list of POS tags from Cobuild corpus: 

	NOUN
	a macro tag: stands for any noun tag
	walk/NOUN

	VERB
	a macro tag: stands for any verb tag
	dog@/VERB

	NN
	common noun
	peer/NN

	NNS
	noun plural
	needs/NNS will not show the word as a 3rd person singular verb. 

	JJ
	adjective
	sound/JJ not as a verb or noun.

	DT
	definite and indefinite article
	This is used in word strings, as we shall see in Session 6. It gives a, an and the. 

	IN
	preposition
	This is used in word strings, when you want a word plus preposition. 

	RB
	adverb
	Is there an adverb derived from prohibit? prohibit*/RB Or from ration*/RB? 

	VB
	base-form verb
	trigger/VB or impact/VB

	VBN
	past participle verb
	read/VBN – useful if studying passive or perfect aspect. And you can separate out adjectival uses.

	VBG
	-ing form verb
	read/VBG – useful if studying continuous aspect. And you can separate out adjectival uses.

	VBD
	past tense verb
	set can be present and past. set/VBD only shows concordances where it is a past tense verb.

	CC
	coordinating conjunction 
	e.g. and, but

	CS
	subordinating conjunction 
	e.g. while, because

	PPS
	personal pronoun subject case 
	e.g. she, I

	PPO
	personal pronoun object case 
	e.g. her, me

	PPP
	possessive pronoun 
	e.g. hers, mine

	DTG
	determiner-pronoun 
	e.g. many, all, both, some


As it is seen from the table, most POS tags look like symbolic abbreviations which specify linguistic categories and subcategories in a formalistic way. Other corpora have different tags, and other concordancing programs have different ways of forming a query. We have focused our attention on the problem: are all grammatical and syntactic categories of traditional linguistics represented in POS tags in different corpora?

At the other stage of our research we have considered the list of part-of-speech tags used in the British National Corpus. The British National Corpus (BNC) is a 100 million word collection of samples of written and spoken language from a wide range of sources, designed to represent a wide cross-section of British English from the later part of the 20th century, both spoken and written. 

The written part of the BNC (90%) includes, for example, extracts from regional and national newspapers, specialist periodicals and journals for all ages and interests, academic books and popular fiction, published and unpublished letters and memoranda, school and university essays, among many other kinds of text. The spoken part (10%) includes a large amount of unscripted informal conversation, recorded by volunteers selected from different age, region and social classes in a demographically balanced way, together with spoken language collected in all kinds of different contexts, ranging from formal business or government meetings to radio shows and phone-ins.

The corpus is encoded according to the Guidelines of Text Encoding Initiative (TEI project), using ISO standard 8879 (SGML: Standard Generalized Mark-Up Language) to represent both the output from CLAWS (automatic part-of-speech tagger) and a variety of other structural properties of texts (e.g. headings, paragraphs, lists etc.). Full classification, contextual and bibliographic information is also included with each text in the form of a TEI-conformant header [Sinclair 1991].

CLAWS (Constituent Likelihood Automatic Word-tagging System) is a suite of computer programs for automatically assigning an appropriate grammatical tag to each word in a body of continuous text. CLAWS assigns potential word-tags using a number of rules based on the ending and orthography of the word, and then uses a Hidden Markov Model method for estimating the most likely word-tag in each context. This is a type of statistical language model which calculates the probabilities of a certain sequence of words requiring a certain sequence of grammatical tags.

The original BNC encoding format was strongly influenced by the proposals of the Text Encoding Initiative (TEI). This international research project resulted in the development of a set of comprehensive guidelines for the encoding and interchange of a wide range of electronic texts amongst researchers. A conscious attempt was made to conform to TEI recommendations, where these had already been formulated, but in the first version of the BNC there were a number of differences in tag names, and models. In the present edition of the BNC, the tagging scheme has been changed to conform as far as possible with the published Recommendations of the TEI. Unless otherwise stated, elements used here have the same meaning as those of the published TEI scheme.

Many users want to search the corpus for words or phrases using a concordance tool. One such tool is the SARA/Xaira text searching software delivered with each copy of the BNC. The mark-up scheme chosen for the British National Corpus is an application of ISO 8879, the Standard Generalized Mark-Up Language. This international standard provides, amongst other things, a method of specifying an application-independent document grammar, in terms of the elements which may appear in a document, their attributes, and the ways in which they may legally be combined. It is also a superset of the language XML, the extensible markup language currently proposed by the World Wide Web Consortium for general use on the World Wide Web.

The BNC texts use the ‘reference concrete syntax’ of SGML, in which all elements are delimited by the use of tags. There are two forms of tag, a start-tag, marking the beginning of an element, and an end-tag marking its end. Tags are delimited by the characters < and >, and contain the name of the element (its gi, for generic identifier), preceded by a solidus (/) in the case of an end-tag [Clear 1993] . 

For example, a heading or title in a written text will be preceded by a tag of the form <head> and followed by a tag in the form </head>. Everything between these two tags is regarded as the content of an element of type <head>. 

Attributes applicable to element instances, if present, are also indicated within the start-tag, and take the form of an attribute name, an equal sign and the attribute value, which may be a number, a string literal or a quoted literal. Attribute values are used for a variety of purposes, notably to represent the part of speech codes allocated to particular words by the CLAWS tagging scheme.

In XML (but not always in SGML), case is significant in all tag or attribute names. A consistent style has been adopted throughout the corpus. This style uses lower-case letters for identifiers, unless they are derived from more than one word, in which case the first letter of the second and any subsequent word is capitalized. 

SGML (but not XML) permits various kinds of minimization, or abbreviatory conventions. Only two such are used: end-tag omission and attribute-name omission. These conventions apply only to the elements <s>, <w> and <c> (i.e., for sentences, words, and punctuation). 

For all other non-empty elements, every occurrence in the distributed form of the corpus has both a start-tag and an end-tag, and any attributes specified are supplied in the form attribute name=value (in the body of the texts), or attribute name="value" (in the headers). For the elements <s>, <w> and <c>, and all empty elements, end-tags are routinely omitted. For these three elements only, attribute values are given without any associated attribute name. 

In the present release of the corpus, the headers are marked up using XML: this means that empty-tags take a slightly different form and that attribute values are always quoted.

Only a restricted range of characters is used in element content: specifically, the upper- and lower-case alphabetics, digits, and a subset of the common punctuation marks. All other characters are represented by SGML entity references, which take the form of an ampersand (&) followed by a mnemonic for the character, and terminated by a semicolon (;) where this is necessary to resolve ambiguity. 

For example, the pound sign is represented by the string &pound; the character é by the string &eacute; and so forth. 

Finally, although this is not mandated by either XML or SGML, in the present form of the corpus, tags are never broken across line breaks. Additionally, an attempt has been made to avoid line breaks within the content of a single <s> element, so as to simplify processing of the text.

In BNC three global attributes are defined, each of which may potentially be specified for any element. In practice their use is limited to certain specific functions. They are:

id - system-generated identifier of an item, unique within the corpus; 

n  - any name or identifier for an element, not necessarily unique within the corpus;

rend  - the rendition or appearance of an element. 

The British National Corpus contains a large number of text samples, some spoken and some written. Each such sample has some associated descriptive or bibliographic information particular to it, and there is also a large body of descriptive information which applies to the whole corpus.

At the lowest level, the corpus consists of <w> (word) and <c> (punctuation) elements, grouped into <s> (segment) elements: 

<s> - a segment of spoken or written text as identified by the CLAWS segmentation scheme. The global n attribute is always supplied for <s> elements. 

<w>  - represents a grammatical (not necessarily orthographic) word. The CLAWS definition of a ‘word’ does not correspond with the conventional orthographic definition. 

<c> - represents a punctuation character.

The <s> element is the basic organizational principle for the whole corpus: every text, spoken or written, may be regarded as an end-to-end sequence of <s> elements, possibly grouped into higher-level constructs, such as paragraphs or utterances. 

Here is a simple example: 

<s n=11> <w NN1>Difficulty <w VBZ>is <w VBG>being <w VVN>expressed <w PRP>with <w AT0>the <w NN1>method <w TO0>to <w VBI>be <w VVN>used <w TO0>to <w VVI>launch <w AT0>the <w NN1>scheme<c PUN>. </s>

The n attribute is specified for each <s> element and gives its sequence number within the text from which it comes. The code within each <w> or <c> tag is the word class code assigned by the CLAWS tagging system.  

In most cases, <s> elements will correspond with regular orthographic sentences, and <w> elements with regular orthographic words.

The tagging of the BNC is carried out with a version of the Claws stochastic part-of-speech tagger. Its main steps are: 

· formatting of the input text into orthographic units, and segmentation into units approximating to sentences. 

· assignment of a list of potential part-of-speech markers to each orthographic unit, based on a lexicon, suffix-list, and a set of rules to deal with capitalised words, hyphenated words, etc. 

· modification of the potential part-of-speech lists by matching to a collection of pattern templates, which make use of the original words and the potential part-of-speech markers already introduced. 

· selection of the preferred part-of-speech by calculation of the most likely part-of-speech sequence, based on probabilities taken from a large corpus of annotated text and using the well-known Viterbi alignment procedure.
·  reformatting and output of the results.

The extraction from one of BNC’s tag sets called The C5 Tag set is given below:

AJ0 adjective (unmarked) (e.g. GOOD, OLD)
AJC comparative adjective (e.g. BETTER, OLDER)
AJS superlative adjective (e.g. BEST, OLDEST)
AT0 article (e.g. THE, A, AN)
AV0 adverb (unmarked) (e.g. OFTEN, WELL, LONGER, FURTHEST)
AVP adverb particle (e.g. UP, OFF, OUT)
AVQ wh-adverb (e.g. WHEN, HOW, WHY)
CJC coordinating conjunction (e.g. AND, OR)
CJS subordinating conjunction (e.g. ALTHOUGH, WHEN)
CJT the conjunction THAT
CRD cardinal numeral (e.g. 3, FIFTY-FIVE, 6609) (excl ONE)
DPS possessive determiner form (e.g. YOUR, THEIR)
DT0 general determiner (e.g. THESE, SOME)
DTQ wh-determiner (e.g. WHOSE, WHICH)
EX0 existential THERE
ITJ interjection or other isolate (e.g. OH, YES, MHM)
NN0 noun (neutral for number) (e.g. AIRCRAFT, DATA)
NN1 singular noun (e.g. PENCIL, GOOSE)
NN2 plural noun (e.g. PENCILS, GEESE)
NNN <<PROCESS TAG>> numeral noun, neutral for number (dozen, hundred)*/
NNN <<PROCESS TAG>> plural numeral noun (hundreds, thousands)*/
NNS <<PROCESS TAG>> noun of style (e.g. president, governments, Messrs.)
NP0 proper noun (e.g. LONDON, MICHAEL, MARS)
NUL the null tag (for items not to be tagged)
ORD ordinal (e.g. SIXTH, 77TH, LAST)
PNI indefinite pronoun (e.g. NONE, EVERYTHING)
PNP personal pronoun (e.g. YOU, THEM, OURS)
PNQ wh-pronoun (e.g. WHO, WHOEVER)

The following is an example of a piece of BNC text with C5 part-of-speech markers (taken from Captain Pugwash and the Huge Reward): 

<s c="0000002 002" n=00001>

When&AVQ-CJS; Captain&NP0; Pugwash&NP0; retires&VVZ; from&PRP;

active&AJ0; piracy&NN1; he&PNP; is&VBZ; amazed&AJ0-VVN; and&CJC;

delighted&AJ0-VVN; to&TO0; be&VBI; offered&VVN; a&AT0; Huge&AJ0;

Reward&NN1; for&PRP; what&DTQ; seems&VVZ; to&TO0; be&VBI; a&AT0;

simple&AJ0; task&NN1;.&PUN;

<s c="0000005 022" n=00002>

Little&DT0; does&VDZ; he&PNP; realise&VVI; what&DTQ; villainy&NN1;

and&CJC; treachery&NN1; lurk&NN1-VVB; in&PRP; the&AT0; little&AJ0;

town&NN1; of&PRF; Sinkport&NN1-NP0;,&PUN; or&CJC; what&DTQ; a&AT0;

hideous&AJ0; fate&NN1; may&VM0; await&VVI; him&PNP; there&AV0;.&PUN;

The example above represents a rather simplified annotation process. The BNC suggests other coding mechanisms for automatic identification of linguistic and extra linguistic categories, as well as means of formalization of various types of knowledge, which include various code classes, as in the following tag sets:
Word class codes (57 codes), e.g.:

	Tag
	Description

	AJO 
	Adjective (general or positive) (e.g. good, old, beautiful)

	AJC
	Comparative adjective (e.g. better, older)

	AJS
	Superlative adjective (e.g. best, oldest)

	ATO
	Article (e.g. the, a, an, no)

	AVO
	General adverb: an adverb not subclassified as AVP or AVQ (see below) (e.g. often, well, longer (adv.), furthest.

	AVP
	Adverb particle (e.g. up, off, out)

	AVQ
	Wh-adverb (e.g. when, where, how, why, wherever) 

	CJC
	Coordinating conjunction (e.g. and, or, but)


The ambiguity codes (30 codes), e.g.:

	Ambiguity tag
	Ambiguous between
	More probable tag

	AJ0-NN1 
	AJ0 or NN1
	AJ0

	AJ0-VVD 
	AJ0 or VVD
	AJ0

	AJ0-VVG 
	AJ0 or VVG
	AJ0

	AJ0-VVN 
	AJ0 or VVN
	AJ0

	AV0-AJ0 
	AV0 or AJ0
	AV0


Document type definition (DTD) codes (descriptions prefixed by ‘(H)’ are for elements which appear only in the text headers. Counts are given for elements occurring within texts), e.g.: 

<activity> (H) participants' activity during recording 

<address> (H) postal or other address 

<align>  alignment map for synchronizing overlap points (3461) 

<analytic >(H) analytic bibliographic entry 

<author> (H) author in bibliographic entry 

Character entities defined by the BNC DTD (the following list gives a brief description of each character entity used within the text of the BNC. Declarations for these entities may be found either in standard entity sets or from the entity definitions supplied as part of the BNC document type definition. In either case, system specific values should be supplied for the characters described below. The number in parentheses indicates the number of times this entity reference appears in the current version of the corpus) e.g.:

	entity
	description
	count

	Aacute
	capital A, acute accent 
	51

	aacute
	small a, acute accent 
	2145

	abreve
	small A, breve 
	4

	Acirc
	capital A, circumflex accent 
	8

	acirc
	small a, circumflex accent 
	772

	acute
	acute accent 
	3

	AElig
	capital AE diphthong (ligature) 
	324


Rendition codes (the following codes are used to indicate the kind of typographic rendition associated with an element which is typographically distinct in some way), e.g.:

bo - bold face 

bx  - boxed 

it - italic font 

ro - roman font 

hi  - superscript 

lo  - subscript 

qr - right aligned 

qc  - centred 

qt  - quoted 

sc  - small caps 

st  - struck out 

ul - underlined 

Voice quality codes (changes in voice quality in spoken texts are indicated by values for the <new> attribute on a <shift> element, at the point where the speaker's voice change), e.g.:
cheering 

crying 

eating 

giggling 

humming 

humming the stripper's song 

imitates woman's voice 

imitating a monkey 

imitating a sexy woman's voice 

imitating Chinese voice 

imitating drunken voice 

imitating Italian accent 

Regional codes (the codes used to mark places of origin, regions, and dialects in the TEI), e.g.:

CAN  - Canada 

CHN  - China 

DEU  - Germany 

FRA  - France 

GBR  - United Kingdom 

IND  - India 

IRL  - Ireland 

USA  - United States 

XXX - Unknown

Relationship codes (where relationships between individual participants in spoken texts can be identified, they will be specified by means of the <relation> element within the text header), e.g.: 

acquaint  - acquaintance (6) 

audience  - (4) 

aunt  - (8) 

aunt-i-l  - aunt-in-law (1) 

b-friend  - boyfriend (5) 

b-i-l  - brother-in-law (13) 

b-sitter  - baby sitter (2) 

brother  - (53) 

chairman - (8) 

Text and genre classification codes (texts are classified in several different ways in the BNC. Each text carries a number of text classification codes, specified a string of values on the target attribute of its <catRefs> element), e.g.:
	code
	texts

	S_brdcast_discussn
	54

	S_brdcast_documentary
	10

	S_brdcast_news
	12

	S_classroom
	59

	S_consult
	128

	S_conv
	153

	S_courtroom
	13

	S_demonstratn
	6

	S_interview
	13

	S_interview_oral_history
	119

	S_lect_commerce
	3

	S_lect_humanities_arts
	4

	S_lect_nat_science
	4

	S_lect_polit_law_edu
	7


We have found out that the lists of tags may reflect grammatical (morphological, syntactic), pragmatic, phonological, typographic, and territorial specifications of language elements, i.e. combine internal and external truths.  The results of our research have  shown that formal description of grammatical parameters is based of the categories of traditional linguistics, though more generalized and syntagmatically predetermined.
As it is seen from the extractions of tag sets, special attention is paid to the automatic identification of Document Type definition (DTD), typographic rendition, voice quality values, relationship specifications and genre coding. Such parametrization never causes difficulties in case with human beings, whereas automatic natural language processing presupposes a very careful consideration of such features due to their extreme importance in the process of automatic text parsing.
The final conclusion of the research presented above lays in the fact that the different approaches of traditional grammar, theoretical linguistics, and com​putational linguistics use the same set of components to describe the phenomena of natural language - despite their different methods and goals - is due to the fact that the division of phenomena underlying these components is based on different structural aspects, namely sounds (phonology), word forms (morphology), sentences (syntax), literal meanings (semantics), and their use in communication (pragmatics).

The purpose of using corpus in a linguistic research is to provide language workers with evidence of how language is really used, evidence that can then be used to inform and substantiate individual theories about what words might or should mean.
 Traditional grammars and dictionaries tell linguists what a word ought to mean, but only experience can tell what a word is used to mean. This is why dictionary publishers, grammar writers, language teachers, and developers of natural language processing software alike have been turning to corpus evidence as a means of extending and organizing that experience. 

With the development of computing technology able to store and handle massive amounts of linguistic evidence, it has become possible to base linguistic judgment on something far greater and far more varied than any one individual's personal experience or intuitions, as well as fundamental linguistic theories. 
Happily, there is no necessity for the computational linguistics to borrow from the neighbouring sciences in order to arrive at a methodological foundation of linguistics. Instead, theories of language and grammar are to be implemented as electronic models which are tested automatically on arbitrarily large amounts of real data as well as in real applications of spontaneous human-computer communication. This method of verifying or falsifying linguistic theories objectively is specific to computational linguistics and may be viewed as the counterpart of the repeatability of experiments in the natural sciences. As the results of our research have shown, the establishment of standards for automatic tagging is the first step towards the foundation of a new linguistic theory for providing mechanisms and models for the effective linguistic data formalization using language symbolism.

The methodology of computational linguistics presupposes a theory of language which defines the goals of empirical analysis and provides the framework into which components are to be embedded without conflict or redundancy. The development of such a framework can be extraordinarily difficult, and it will be the focus of attention in our further research.
Literature

Bates M., Weischedel R.M. Challenges in Natural Language Processing. – Cambridge: Cambridge U. P., 1993. – 296 p.
Biber D., Conrad C., Reppen R. Corpus-based Approaches to Issues in Applied Linguistics // Applied Linguistics. – № 15. – 1994. – P. 169-189

Brill E. A simple Rule-Based Part-of-Speech Tagger // Proceedings of the third Conference on Applied Natural Language Processing. – Trento, Italy: Morgan Kaufmenn Publishers, 1992. – P. 152-155
Clear J. The British National Corpus // The Digital Word: Text-based computing in the humanities. – London: MIT Press, 1993. – P. 163-188

Hausser R. Foundations of Computational Linguistics. – Berlin, NY: Springer, 2002. – 578 p. 
Sinclair J. Corpus, Concordance, Collocation. – Oxford: Oxford U. P., 1991. – 376 p.
http://www.natcorp.ox.ac.uk/
http://web.quick.cz/jaedth/Introduction%20to%20CCS.htm
Резюме

У статті розглянуто основні способи моделювання знань за допомогою використання лінгвістичних категорій при описі одиниць мови в електронних лексикографічних джерелах. Запропоновано порівняльний аналіз методів традиційної і комп’ютерної лінгвістики, що застосовуються під час автоматичного анотування і тагування текстів у електронних корпусах англійської мови.
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