UDC 81’33 (075.8)

I. Biskub
Applied Linguistics department, Lessia Ukrainka  Volyn State University

13 Voli st. 43000 Lutsk, Ukraine

LINGUISTIC CATEGORIZATION 

IN NATURAL LANGUAGE PROCESSING SYSTEMS

© Iryna Biskub

Стаття присвячена вивченню основних рис когнітивної категоризації, проведено паралелі між когнітивною та лінгвістичною категоризацією, здійснено порівняльний аналіз  категорій традиційної та комп’ютерної лінгвістики. Проаналізовано категоріальні механізми автоматичного розпізнавання лінгвістичних параметрів одиниць мови на матеріалі корпусу COBUILD і Британського національного корпусу.

The article highlights the specific features of cognitive categorization and linguistic categorization. The comparative analysis of the Traditional Linguistics categories and the categories of Computational Linguistics has been carried out. The mechanisms of categorical processing of the linguistic parameters are carefully analyzed on the material of COBUILD corpus and the British National Corpus.

Human organisms are sensorimotor systems. Things in the world come in contact with our sensory surfaces, and we interact with them based on what that sensorimotor contact "affords." All of our categories consist of ways we behave differently toward different kinds of things - things we do or do not eat, mate with, or flee from; or the things that we describe, through our language, as prime numbers, affordances, absolute discriminables, or truths. What a sensorimotor system can do is determined by what can be extracted from its motor interactions with its sensory input.
Having the ability to detect the stimulation, or to detect the invariants in the stimulation, is not trivial; this is confirmed by the fact that sensorimotor robotics and sensorimotor physiology have so far managed to duplicate and explain only a small portion of this subset of our sensorimotor capacity [5].

And here appears the need to identify the notion of categorization which may help to formally encode different types of information. Categorization could be defined like any systematic differential interaction between an autonomous, adaptive sensorimotor system and its world. It is systematic, because we do not want arbitrary interactions like the effects of the wind blowing on the sand in the desert to be counted as categorization (though perhaps there are still some inherent similarities there worth noting).

Everything in nature is a dynamical system, of course, but some things are not only dynamical systems, and categorization refers to a special kind of dynamical system. Dynamical systems are systems that change in time. So it is already clear that categorization too will have to have something to do with changes across time. But adaptive changes in autonomous systems are those in which internal states within the autonomous system change systematically with time, so that, to put it simply, the exact same input will not produce the exact same output across time.

Categorization is accordingly not about exactly the same output occurring whenever there is exactly the same input. Categories are kinds, and categorization occurs when the same output occurs with the same kind of input, rather than the exact same input. And a different output occurs with a different kind of input.

The adaptiveness comes in with the real-time history. Autonomous, adaptive sensorimotor systems categorize when they respond differentially to different kinds of input, but the way to show that they are indeed adaptive systems. [5]It is obvious that categorization is intimately tied to learning.

Now it might have turned out that we were all born with the capacity to respond differentially to all the kinds of things that we do respond to differentially, without ever having to learn to do so, and there are some, like Jerry Fodor (1975, 1981, 1998), who sometimes write as if they believe this is actually the case. Learning might all be trivial; perhaps all the invariance we can detect, we could already detect innately, without the need of any internal changes that depend on time or any more complicated differential interaction of the sort we call "learning."

Chomsky has made a similar conjecture (e.g., 1976) about a very special subset of our categorization capacity, namely, the capacity to generate and detect all and only those strings of words that are grammatical according to the Universal Grammar (UG) that underlies all possible natural languages. UG compliance is the underlying invariant in question, and, according to Chomsky, our capacity to detect and generate UGcompliant strings of words is shaped neither by learning nor by evolution [7].

All evidence suggests that most of our categories are learned. To get a sense of this, open a dictionary at random and pick out a half dozen "content" words (skipping function words such as if, not, or the). What you will find is nouns, verbs, adjectives, and adverbs all designating categories (kinds of objects, events, states, features, or actions).

So, what is learning? It is easier to say what a system does when it learns than to say how it does it. Learning occurs when a system samples inputs and generates outputs in response to them on the basis of trial and error; its performance is guided by corrective feedback. Things happen and we do something in response. If what we do is the right thing, there is one sort of consequence; if it is the wrong thing, there is another sort of consequence.

Machine-learning algorithms from artificial-intelligence research, genetic algorithms from artificial-life research and connectionist algorithms from neural-network research have all been providing candidate mechanisms for performing the "how" of categorization. There are, in general, two kinds of learning models: so-called "supervised" and "unsupervised" ones [7]. The unsupervised models are generally designed on the assumption that the input "affordances" are already quite salient, so that the right categorization mechanism will be able to pick them up on the basis of the shape of the input from repeated exposure and internal analysis alone, without need of any external error correcting feedback.

Sensorimotor systems do not give equal weight to all features; they do not even detect all features. And among the features they do detect, some (such as shape and color) are more salient than others (such as spatial position and number of feathers). And not only are detected features finite and differentially weighted, but our memory for them is even more finite: We can see, while they are present, far more features than we can remember afterward.

The best illustration of this is the difference between relative and absolute discrimination that was pointed out by George Miller in his famous 1956 paper on our brains' information-processing limits: "The magical number 7 +/-2." If you show someone an unfamiliar, random shape, and immediately afterward show either the same shape again or a slightly different shape, they will be able to tell you whether the two successive shapes were the same or different. That is a relative discrimination, based on a simultaneous or rapid successive comparison. But if instead, you show only one of the two shapes, in isolation, and ask which of the two it is, and if the difference between them is small enough, then the viewer will be unable to say which one it is.

A very interesting example of categorization in general and linguistic categorization in particular is the so-called "Whorfian effect." Whorf (1956) suggested that how objects look to us depends on how we sort and name them. He cited colors as an example of how language and culture shape the way things look to us, but the evidence suggests that the qualitative color boundaries along the visible spectrum are a result of inborn feature detectors, rather than of learning to sort and name colors in particular ways.

No doubt, language possesses the full and unique category-conveying power. In sensorimotor learning, the abstraction usually occurs implicitly. The neural net in the learner's brain does all the hard work, and the learner is merely the beneficiary of the outcome. The evidence for this is that people who are perfectly capable of sorting and naming things correctly usually cannot tell you how they do it. The explicit knowledge we do have, we can convey to one another much more efficiently by using language than if we had to learn it all the hard way through trial-and-error experience.

Obviously, the categories of grammar are the most suitable for encoding linguistic and extralinguistic knowledge [1]. Grammatical categories are widely represented in automatic part-of-speech taggers. They serve to identify part-of-speech tags as well as to give names to such tags. language diversity and contact research may shed on the issue of the integrity of grammatical categories. Data are adduced from different languages, in particular Amerindian and Creole ones, to show that categories are not unitary notions, but emerge at the interface of different components of our human cognitive and communicative capacities.

Categorization is central to linguistics. The vast majority of linguists assume that language systems are hierarchically structured systems of categories of different types, which are manipulated as components in symbolic representation systems (Table 1).

Table 1.
Examples of category types distinguished at the different levels of analysis

	Unit
	Types



	Text or discourse


	Monologue, oratory, prayer, informal conversation, etc.

	Turn
	Answer, interruption, continuation, etc.

	Utterance or sentence
	Question, command, promise, declaration, etc.

	Clause
	Finite, infinitive, small clause, etc.

	Phrase
	Noun phrase, verb phrase, etc.

	Word
	Noun, verb, adjective, adverb, pronoun, etc.

	Morpheme
	Root, prefix, suffix, bound stem, etc.

	Phoneme
	/p/, /g/, /s/, /u/, /y/, etc

	Feature
	[_4- voice], [__+ labial], [+ tense], etc.


Taking into account conceptual and terminological similarities between theoretical and computational linguistics, we have analysed the lists of part-of-speech tags (POS tags) which are used for processing linguistic information in two most powerful  electronic text corpora: COBUILD Corpus and the British National Corpus.
The Cobuild corpus is referred to as The Bank of English. There exists a special type of software called Concordancer for looking into a corpus. The lines of text illustrating the search word are called concordances. 

The traditional hierarchy of morphology borrowed from theoretical linguistics and adapted to face the needs of computational and corpus linguistics is presented in Fig.1:
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Fig. 1. Hierarchy of morphology

The four processes (conjugation, declination, derivation, and compoundity) are taken by Cobuild concordancer as a basis for word search. Every word in the Cobuild corpus has its part of speech (POS) marked, or tagged. One might think that tagging every word in a multi-million word corpus is a daunting job. In fact, it is done by computers with an estimated accuracy rate of 95%. Being able to search for a word by POS is often essential. For example, the word form ROSE can be a flower or the past tense of rise. Mixed search results will not be helpful [8].

Having analysed morphological and syntactic categories reflected in Cobuild POS tags, we have found out that some POS issues have been deliberately avoided in it, such as the use of some participles as adjectives: winning is not marked as an adjective in “winning smile” and failed is not marked as an adjective in “a failed bank”, but homing is in “homing device”. 

Research has shown that such words as above and fast cannot be located using the adverb tag. In practice, fast can be a noun, verb, adjective and adverb. Being able to specify a search word’s POS allows to find a word in more specific contexts and in a more specific sense. If it is necessary to make a choice whether to use the adjective fast or quick in a particular situation, more useful data could be obtained by specifically searching for the words as adjectives. Search for fast/JJ and then search for quick/JJ. The query syntax is: the word, a slash and the tag in capital letters. The list of POS tags from Cobuild corpus is presented in Table 2. 

Table 2.
POS tags from Cobuild corpus

	NOUN
	a macro tag: stands for any noun tag
	walk/NOUN

	VERB
	a macro tag: stands for any verb tag
	dog@/VERB

	NN
	common noun
	peer/NN

	NNS
	noun plural
	needs/NNS will not show the word as a 3rd person singular verb. 

	JJ
	adjective
	sound/JJ not as a verb or noun.

	DT
	definite and indefinite article
	This is used in word strings, as we shall see in Session 6. It gives a, an and the. 

	IN
	preposition
	This is used in word strings, when you want a word plus preposition. 


As it is seen from the table, most POS tags look like symbolic abbreviations which specify linguistic categories and subcategories in a formalistic way. Other corpora have different tags, and other concordancing programs have different ways of forming a query.

At the other stage of our research we have considered the list of part-of-speech tags used in the British National Corpus. The British National Corpus (BNC) is a 100 million word collection of samples of written and spoken language from a wide range of sources, designed to represent a wide cross-section of British English from the later part of the 20th century, both spoken and written. 

The written part of the BNC (90%) includes, for example, extracts from regional and national newspapers, specialist periodicals and journals for all ages and interests, academic books and popular fiction, published and unpublished letters and memoranda, school and university essays, among many other kinds of text. The spoken part (10%) includes a large amount of unscripted informal conversation, recorded by volunteers selected from different age, region and social classes in a demographically balanced way, together with spoken language collected in all kinds of different contexts, ranging from formal business or government meetings to radio shows and phone-ins [8].

The corpus is encoded according to the Guidelines of Text Encoding Initiative (TEI project), using ISO standard 8879 (SGML: Standard Generalized Mark-Up Language) to represent both the output from CLAWS (automatic part-of-speech tagger) and a variety of other structural properties of texts (e.g. headings, paragraphs, lists etc.). Full classification, contextual and bibliographic information is also included with each text in the form of a TEI-conformant header [Sinclair 1991].

CLAWS (Constituent Likelihood Automatic Word-tagging System) is a suite of computer programs for automatically assigning an appropriate grammatical tag to each word in a body of continuous text. CLAWS assigns potential word-tags using a number of rules based on the ending and orthography of the word, and then uses a Hidden Markov Model method for estimating the most likely word-tag in each context. This is a type of statistical language model which calculates the probabilities of a certain sequence of words requiring a certain sequence of grammatical tags [2, 8].

The original BNC encoding format was strongly influenced by the proposals of the Text Encoding Initiative (TEI). This international research project resulted in the development of a set of comprehensive guidelines for the encoding and interchange of a wide range of electronic texts amongst researchers.

The BNC suggests other coding mechanisms for automatic identification of linguistic and extra linguistic categories, as well as means of formalization of various types of knowledge, which include various code classes, as presented in Table 3.

Table 3.

Word class codes (57 codes)
	Tag
	Description

	AJO 
	Adjective (general or positive) (e.g. good, old, beautiful)

	AJC
	Comparative adjective (e.g. better, older)

	AJS
	Superlative adjective (e.g. best, oldest)

	ATO
	Article (e.g. the, a, an, no)

	AVO
	General adverb: an adverb not subclassified as AVP or AVQ (see below) (e.g. often, well, longer (adv.), furthest.

	AVP
	Adverb particle (e.g. up, off, out)

	AVQ
	Wh-adverb (e.g. when, where, how, why, wherever) 


We have found out that the lists of tags may reflect grammatical (morphological, syntactic), pragmatic, phonological, typographic, and territorial specifications of language elements, i.e. combine internal and external truths.  The results of our research have  shown that formal description of grammatical parameters is based on the categories of traditional linguistics, though more generalized and syntagmatically predetermined.

As it is seen from the extractions of tag sets, special attention is paid to the automatic identification of Document Type definition (DTD), typographic rendition, voice quality values, relationship specifications and genre coding. Such parametrization never causes difficulties in case with human beings, whereas automatic natural language processing presupposes a very careful consideration of such features due to their extreme importance in the process of automatic text parsing.

In the conclusion we would like note that there is no necessity for the computational linguistics to borrow from the neighbouring sciences in order to arrive at a methodological foundation of linguistics. Instead, theories of language and grammar are to be implemented as electronic models which are tested automatically on arbitrarily large amounts of real data as well as in real applications of spontaneous human-computer communication.
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